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Abstract

Thispaperdescribeghe synthesiand hardware im-
plementationof a signal-typeasyntironousdata com-
municationmedanism (ACM). Sud an ACM can be
usedin systemsvhere a data-driven(“lazy”) logic must
be interfacedwith a time-driven(“b usy”) ervironment.
A new classificatiorsystenfor ACMsis introduced.The
conceptualdefinition of the signal ACM (called simply
“Signal”) isrefinedusingPetri nettechniques Basedon
this, a mote precise stategraph specificationof a two-
slot Signalis thenconstructed Using theoryof regions,
a Petri netspecificationof the ACM is synthesizedrom
the stategraph. The Petri netmodelis thentranslated
into a hardware implementationwhich is enteed into
Cadenceools. Simulationresultsshowthat the hard-

ware doesconformto the definitionsand specifications.

The techniqguesemployedin this work are potentially
usefulin the developmentof an automatedprocessof
synthesisingimilar systems.

1. Intr oduction

In heterogeneouslymedsystemsgdatainterfacesof-
ten needto be maintainedbetweensubsystemsiot be-
longingto the sametiming domain. The minimal form
of this problemis the unidirectionalpassingof databe-
tweentwo single-threagrocesses.

Whenthetwo communicatingprocessearenot syn-
chronisedit is often necessaryo passthe datathrough
an intermediatedatarepository usuallyin the form of
sharednemory asshovn schematicallyin Figurel.
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Figure 1.Passing data via shared memory.

An asynchronougdata communicationmechanism
(ACM) is a schemewhich manageshe transferof data
betweentwo processegsot necessarilysynchronisedor

the purposeof datatransfer It is assumedhatthe data
beingpassecatonsistof a streamof individual itemsof
a giventype. It is alsoassumedhat the processesn
questionaresinglethreadcycles,oneproviding andthe
other making useof a singleitem of dataduring each
cycle. Theprovider of datais known asthe“writer” and
theuserof datais known asthe“reader”of the ACM.

Many ACM protocolsand systemsfor classifying
theseprotocolshavebeenproposedn theliterature.One
simpleandelegantclassificationsystemfor ACMs, de-
velopedby Simpsonin [1] and[2], was basedon the
numberof itemsof datain the ACM andits modifica-
tion by the readerand writer accesse$o the ACM. In
this classificationthe basicdatastateis theitem of data
in the ACM, which thewriter andreaderaccessemod-
ify by a systemof “destructive” and “non-destructve”
readingandwriting. The schemeof this classification
is shavn in Table 1 which is obtainedfrom [1]. In Ta-
ble 1, “N-DR” standsfor non-destructie reading,etc.,
and“Signal”, “Pool” etc. arethe namesgivenby Simp-
sonfor the protocolsthatdemonstrat¢éhecorresponding
writing andreadingrules.

Table 1. ACM protocols classification
based on the destructive-ness of data ac-
cesses

| [ DR [ N-DR |
DW Signal Pool
N-DW | Channel| Constant

One of the mostimportantreal-time propertiesfor
ACMs is the amountof blocking/waiting the datastate
of the ACM demandf eitheraccessingrocess.The
datastatecannothold up thewriter in adestructve writ-
ing schemeandthe readerin a non-destructie reading
scheme.The writer mustwait whenthe ACM is full if
writing is non-destructieandthereademustwait when
the ACM is emptyif readingis destructve.

Classifying ACMs basedon whetherdataaccesses
destry datain the ACM haslimitations, however. One
of the mostsignificantshortcomingf this systemlies
with therole playedby thetype“Constant”whichin ef-
fectdoesnotallow any writing. This hardly qualifiesas



anACM in theform of Figurel. A modifiedclassifica-
tion systemfor ACMs is proposedn this paperto pro-
vide a moremeaningfuldualfor the Signal ACM type.

Althoughthe protocolsdevelopedby Simpsonin [1]
implied softwareimplementationsand mostof the de-
tailed ACM designsseenin the literature[3]-[6] indeed
assumemplementationgn software,the significanceof
hardwaredesignsandimplementationdiave beengain-
ing recognitionmorerecently[7], [10], particularlyin
the areaof building systemson chips with heteroge-
neoustiming. ThesepublishedACMs are all of the
Pooltype,which canbeusedto implementtruly atomic
datatransferwith full asynchrog for both the reader
andwriter. This makesthe Poolvery muchsuitablefor
transmittingreferencalata,asakind of replacementor
ananaloguewire holdingavariablevalue.

Thedualto thePool,the“Channel’ACM type,is the
commomno-losshuffer, mostoftenwith aFIFO arrange-
ment,usedwidely in datacommunications.

A Poolis not suitableif, for instancethereademro-
cesqeedgo continueonly whenthereis new dataavail-
able. This may be significantif the readerprocessis
implementedvith anasynchronoudevice wherepower
savings canberealisedby allowing it to wait whenever
it can,or if thedatabeingtransmittecareof theinterrupt
andexceptiontype.

For such applications,the “Signal” type ACM is
moresuitable. The basicSignal protocoldoesnot hold
up the writer but doesthe readerif the ACM is empty
ThePoolandSignalarecomparedn Figure2.

Apart from the new classificationschemethe major
contritutionsof this paperarefollowing:

(i) Theconstructiorof a Petrinetspecificatiorof the
two-slot Signal-typeACM usingthe synthesiamethod-
ologybasedntheoryof regionsin stategraphq14, 13].
The promotionof this methodologyinto the practiceof
designingprotocolsandasynchronousircuitsis crucial
in paving the way for the new generatiorof CAD tools
capableof synthesisingoncurrensystemsn general.

(i) The implementationof the Petri net model as
anasynchronousontrol circuit usinga combinationof
techniquessuchasdirect translationof Petrinetsinto
circuitsbasedon David cells (this ensuregranspareng
betweenbehaioural specificatiorand structuralimple-
mentation]12] andtheuseof relativetiming (appliedin
alocal way in ordernot to jeopardisehe robustnesof
the overall selt-timedcircuit) in orderto improve speed
of the controllogic [19].
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Figure 2. Comparing the applicabilities of
the Pool and Signal.

In the following sections the definition of the sim-
plestSignal-typeACM, thatwith capacityl, is refined

by addingspecificationsn the effect of dataaccessing
of onesideto that of the otherside, providing a better
pictureof theblockingcharacteristicsFromthisrefined
definition, a processof systematicsynthesisis carried
out by emplgying variousstategraphand Petri net [8]
relatedtechniques.

A hardware implementationof the resulting ACM
is thencarriedout and extensive simulationsverify the
salientpropertieof the circuit.

2. New classificationfor ACMs

An ACM hasa capacity a non-neyative integer con-
stantwhichis thenumberof dataitemsit contains.Each
dataitem an ACM containsis eitherreador unread,at
ary time. Thebasicdatastateof anACM consistof the
numberof unreaddataitemsit contains.

Write dataaccessearedividedinto writing andover-
writing. Readdataaccessearedividedinto readingand
re-reading. Writing increasedhe datastateby 1 (one
moreunreadtem in the ACM) andreadingdecreaseg
by 1 (onelessunreadtemin the ACM) while overwrit-
ing andre-readingdo not modify the datastate. Over-
writing may occut, if permittedby the ACM protocol,
only whenthe ACM'’s datastateis equalto its capacity
i.e. whenall itemsof datain it areunread.Re-reading
mayoccut, if permittedoy the ACM protocol,only when
the ACM’s datastateis 0, i.e. whennoneof theitemsof
datain it is unread.

ACMs areclassifiedaccordingto whetheroverwrit-
ing andre-readingarepermittedasshavn in Table2.

Table 2. ACM protocols classification
based on overwriting and re-reading per-
mission

| | NRR | RR |
NOW | Channel| Message
ow Signal Pool

In Table2, NOW standsfor no overwritingandNRR
standsfor no re-reading,etc. The Channel,Pool and
Signalprotocolnamesareinheritedfrom the classifica-
tionin Tablel andareunchangedn effective specifica-
tion. A new ACM type,“Message”js thedualof Signal.

In termsof theblockingof dataaccessindpy thedata
state,if re-readings permitted(RR) thereis no holding
up of the readerandif overwriting (OW) is permitted
thereis no holding up of thewriter. If re-readings not
permitted(NRR), reademrmustwait whenthe datastate
is 0. If overwritingis not permitted(NOW), writer must
wait whenthe datastateequalsthe ACM’s capacity

Comparedo Constantin Table 1, the nev Message
typeis moregeneral.In fact, Constanis a specialcase
of Messagewhere writing is disalloved entirely and
readingis re-readingall thetime.

This classificationis deliberately non-specificfor
dataitem arrangementwithin ACMs with non-1capac-
ities in orderto be asgeneralaspossible. Overwriting



andre-readingin ACMs with capacitiegreaterthan1
aretreatedasimplementatiorissuesandnot exploredin
detailhere.However, for ACMs with capacityl, which
is themainfocusof this paper the specificmeaningsof
overwritingandre-readingareclear

3. Definition of the Signal

ThebasicSignalprotocolspecifiesan ACM with ca-
pacity 1, re-readingnot permittedand overwriting per
mitted. In otherwords, writing can happenwhen the
Signal containseither 0 or 1 item of unreaddata. A
write dataaccessmodifiesthe datastateof the Signal
to 1, but readingcanonly happerwhenthereis oneitem
of unreaddatain the Signal.

This is a specialcaseof the generaldefinition of the
Signalwith capacityn, n > 0, of whichthe“overwriting
buffer” schemedoundin mary placesin the literature
(suchas[11]) arealsospecialcases.

This basicSignal definition is capturedby the Petri
netmodelin Figure3. Herethe places'0” and“1” are
complementaryto eachother, one and only one being
markedatall times.

overwrite

) read
write 0

Figure 3. Basic definition of the Signal pro-
tocol.

This definitiontreatsthewrite andreaddataaccesses
asatomic processeswhich is not suficiently clearfor
systemsynthesisand implementation. In reality, data
accesseby thewriter andreademusttake time andthe
timing relationshipbetweenthe readerand writer pro-
cessess importantfor anACM in areal-timesystem.

In otherwords, apartfrom the timing requirements
imposedon thereaderandwriter by the datastateof the
ACM, dataaccessingf onesidemayaffectthetemporal
behaviour of theotherside.E.g.,thereademayor may
not be requiredto wait while the writer is in the middle
of anaccesdecausef theimplementation.The model
in Figure3 is not specificaboutsuchdistinctions.

In orderto reflect the conceptof non-atomicity of
dataaccessedy the writer and readey suchaccesses
mustbe representeds distinctive statesin the model.
This is achieved by usingthe techniquesntroducedin
[9]. Sucharefinements shavn in Figure4. By treat-
ing the read and write data accesseasymmetrically
this definition maintainsthe possibility of full tempo-
ral independencéor the writer, but prescribesvaiting
for the readerwhile eitherwriting or overwriting is in
progress.lt alsomeansthatthe readerwill alwaysob-
tain the newestitem of datafrom the writer availableat
thetime of readingandthe writer is alwaysallowed to
accesshe Signal,regardlesof the datastateof the Sig-

nal or the stateof the reader This definitionis usedin
this paper

Figure 4. Signal with non-atomic writing.

By having only one token in the models,it is im-
plied that the writer and readerare dealingwith com-
pleteitemsof dataoneatatime andtheintegrity of these
items of datais maintained,i.e. the readeris not sup-
posedto obtainanitem of datathatis assembledrom
partsof differentitemsprovidedby the writer, or other
wise corrupted.

Formally, the definitionin Figure4 specifieghefol-
lowing properties:

1. Datastatesandtheir updating:

The Signalhasa datacapacityof 1. In otherwords,
atary time, it containseither0 or 1 item of unreaddata.

At the startof a readdataaccessthe Signals data
stateis setto 0 (empty).

At the end of a write dataaccessthe Signals data
stateis setto 1, the item of dataprovided by this write
dataaccesdeingunread.

2. Conditionalasynchrow for thereader:

A readdataaccessnaystartonly whenthedatastate
of the Signalis 1 andno write dataaccesss occurring.
A readdataaccesganbearbitrarily long.

3. Unconditionalasynchrow for the writer:

The writer mustbe allowed to startand completea
dataaccessat ary time, regardlessof the datastateof
the Signalandthe statusof thereader

4. Datacoherencg3]:

The Signal and the dataaccessesf the writer and
readerprocessesnust not modify the contentof ary
item of data. In otherwords,ary item of datareceved
by the readermustnot have beenchangedsincebeing
providedby thewriter.

5. Datafreshnes$3]:

Any readdataaccessnustobtainthe dataitem des-
ignatedas the currentunreaditem in the Signal, i.e.
theitem of datamadeavailableby the latestcompleted
writer access.

In the terminologyof multi-slot ACMs [3], a “data
slot” is a unique portion of the sharedmemorywhich
may containoneitem of data.lt is obviousthata Signal
in theform of Figure4 cannotbeimplementedvith only
one dataslot, sinceit cannotpossibly supportwriting
andreadingat the sametime and maintaindatacoher
ence.In otherwords, properties3 and4 cannotboth be
satisfiedby animplementatiorwith only onedataslot.

Previous work hasindicatedthat it is desirableto
minimisethe numberof slotsin multi-slot ACM imple-
mentationg[7], [10]. The advantagesnclude smaller



hardwareexpenditurebothin theactualslotmemoryar-
easandcontrol circuits, leadingto bettertemporalper
formanceandhigherreliability.

Most of the software solutionsin the literaturealso
spendconsiderableeffort in the reductionof the num-
berof slotsneededor ary particularACM specification,
with similarreasons.

It is thereforeimportantthata solutionwith just two
dataslotsbefoundif possible.

4. Stategraph specificationof Signal

The conceptuabefinition of Signalin Figure4 can-
not be usedasa formal specificationof the Signalpro-
tocol becauseat doesnot shaw the specificsof this pro-
tocol, suchashow, for example,blocking on writing is
avoidedby usingmultiple slots. In this sectionwe con-
structa stategraphspecificationfor a two-slot Signal,
which will definea maximally permissibleautomaton
satisfyingthe requiredpropertiesof the ACM. Let us
first formulatethosepropertiesusingthe idea of states
andtransitionslabelledby write andreadactions. The
reasorfor usingstategraphfor specifyingthe ACM pro-
tocolinsteadof trying to constructhePetrinetmodeldi-
rectly is explainedasfollows. Stategraphmodellingis
muchclearerfor reasoningbouttheglobalpropertief
thesystemthanthatin Petrinetsbecausa stategraphis
basedntheconcepbf globalstatesandinterleaving se-
mantics.A Petrinetwould alreadybe a decomposition
of the systems statesinto local states(places)andthis
is oftennon-trivial whensystemgonsistof anumberof
processeéwrite andread)andcomponentgslots).

Actions: Actionsareprocessewhosestartandcom-
pletionareatomiceventsandwhosedurationsarefinite
but non-atomic.

States A stateis the resultof the completionof one
or moreactions.During a state theremay exist actions
which have startedbut not completed(in process)and
theremay exist actionswhich may start. These"in pro-
cess"and“may start”actionscannotcompletehowever,
withoutresultingin anew state.

Previous sets The previoussetof a states, denoted
asP;, is thesetof actionsthatleadto s.

Next sets The next setof a states, denotedas Ny,
is the combinedsetof actionswhich may startduring s
andactionswhich maybein processiurings.

In this paper the slotswill be known asslot 0 and
slot 1; write dataaccesgo sloti is known aswri where
1 = 0,1; readdataaccesso slot j is known asrdj where
j = 0,1. Thesearethe only actionsconsideredat the
moment.Soduringeachwrite cycle thewriter performs
oneactionwri with some; andduring eachreadcycle
the readerperformsone actionrdj with somej;. With
theseassumptionspropertiesoutlinedin the previous
sectionrequirethe following conditions:

1. Datastatesandtheir updating,andasynchrow for
readerandwriter:

wri¢ P;=rdj¢ N, Vs, i andj; thismeanghatif a
statewasnot the resultof a completionof a write data
accesqi.e., it is solely the result of the completionof

areaddataaccess)thena new readdataaccessannot
startduringit (datastate= 0).

wrie Ny, Vs; thismeanghatawrite dataaccessnust
beallowedto startor bein procesgluringary state.

2. Datacoherence:

—(wri € N,&rdje N,)Vs,i,jandi = j; thismeans
thattherecanbe no simultaneouseadandwrite access
of ary slot.

3. Datafreshness:

wri € P&rdje P;= wrj € Ny&rdie Ny, Vs and
i#7; this“slot swapping”fully utilisesthetwo available
slotsso that the readeralways obtainsthe item of data
providedby thelatestcompletedwrite dataaccess.

4. No “retry loops”:

rdje Ns,, &rdj¢ Ps, =rdi ¢ N,, Vs, precedings,
i#j, andfor all s; on the statetrajectorybetweens,,
ands, including s,,; this is alsotrue for write dataac-
cesses.

Condition4 reflectsthe desireto avoid “retry loops”
[6], so asto keepthe solution simple for this first at-
tempt. It meanghat,oncethereader(or thewriter) has
beenallocateda slot for accessit mustperformthis ac-
cessheforeit canbeallocatedhe otherslot for access.

A simplestategraphspecificatiorhasbeenobtained
from theseconditions. It conformsto the definition in
Figure4 andis shavn in Figure5. Theinitial stateslis
labelledwith a big arrow. In this state,the ACM starts
as“empty” with only writing to slot1 enabled.

Figure 5. Simple state graph specification
for a two-slot Signal (sO is initial state).

In Figure 5, the dotted edge denotesthat the two
statesat its endsare essentiallythe samestateandthe
stategraphis in closedform for readability

All conditionsmentionedabove have beenincorpo-
ratedinto the specification.For instance at states2in
Figure5, rd1 cannotbein the next setbecausedO was
in thenext setat statesOandhasnotfeaturedn thenext
setof ary stateon the trajectoryfrom sOto s2 (Condi-
tion 4). At statesl, no readerslot accesss in the next
setbecausehereis no writer actionin its previous set
(Condition1).

This specificationis not detailedenoughfor imple-
mentation,becausehe actual meanswhich maintains
the slot steeringfor the writer andreaderprocessese-
main undefined. A further refinementis obtainedby
adding “silent actions”, which perform the necessary



functionsof the slot-managemerdontrolvariablestate-
mentsusedin publishedmulti-slot ACMs [3]-[7]. The
resultof this refinements shovn in Figure6. This re-
finementwill alsobeneededn orderto satisfythesepa-
rationconditionsfor Petrinetsynthesisdescribedn the
following section.
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Figure 6. “Distrib uting” states between
reader and writer parts using regions.

Both halvesof Figure 6 shav the samestategraph.
The reasorfor duplicationis simply to avoid cluttering
whenderving regionscorrespondingdo the actionsre-
latedto write andreadparts(cf. next section).In Figure
6, the \'s denotesilent actionsperformedin the write
partthat separatehe stateswith the sameconnections
to themain actionsof dataslot accessingFor instance,
A0 is the controlactionthatprepareshe Signalfor giv-
ing next accesdo slot 1 to the readerand next access
to slot O to the writer. Before A0 writer was allocated
slot 1 andreaderwasallocatedslot 0. The u's denote
silentactionsperformedin the readpart. For example,
1 standsfor the requestof the readerto startreading
slot 1, andalsothe factthatslot O is no longerusedfor
reading.This shouldindicateto thewriter thatit should
moveto slot 0 if it hasfinishedor whenit finisheswith
slot 1. Hence,dependingon whetheraction u1 hasor
hasnot beenperformedby thereadeythewriter decides
whetherto do A0 (move to writing slot 0) or to do A3
(keepwriting slot 1).

5. Petri net specificationsynthesis

If we try to synthesisea hazard-freecircuit in order
to implementthe stategraphmodelin Figure6, we need
to encodehis stategraphandperformlogic synthesiof
the circuit. Unfortunately this is not a trivial task not
only becausef the problemwith race-freeencodingof
thesymbolicstateswith binarysignalsbut alsobecause,
asone can easily obsene from this graph, it involves
non-trivial arbitrationconditionsin the stateswhereA1
andA3 areenabledVviz., theactionof thewrite partde-
pendson the completionof the appropriateu actionof
thereadpart). Our approactwill follow atwo-steppro-
ceduredescribedn [12], whichfirstly constructa“dis-
tributedand concurrentsystem”(in the form of a Petri

net)from the“sequentiabndcentralised'description(in
the stategraphform), and then syntacticallytranslates
this Petrinetinto a self-timedcontrol circuit. The first
stepis describedn this section,the circuit synthesisn
thefollowing section.

Theobjective of Petrinetsynthesiss to obtaina Petri
netin which transitionsare namedby the labelsof the
arcsin the stategraphspecification,and whosereach-
ability graphis equivalentto the stategraph (different
forms of equivalence suchasisomorphismandbisimi-
larity, have beenstudied.e.g.,in [13]). Informally, such
synthesigs a decompositionpr distribution, of global
statesof the stategraphinto local statesof the system
thatcanbeassociatedavith placesin the Petrinet. More
formally, synthesiss basedon the conceptof regions
in transitionsystemsopriginatingfrom [14], andregions
have one-to-onecorrespondence® placesn thesynthe-
sisednet. A regionis a subsebf statedn which all arcs
labelledwith the sameevent e have exactly the same
exit/entry/internalrelationship.Dependingon this rela-
tion to a particularevent e a region r is called a pre-
region (post-reyion, co-region) of e if r is exited by (en-
teredby, internalfor) e. Forexample thesubsebf states
labelledwith 6 in Figure6 is apost-rgjionfor eventA2,
pre-regionfor event A0 andco-regionfor eventswrl, A3
andrdO.

It is known from [13] that, in orderto generatea 1-
safePetrinet(anetin which placesnevergetmorethan
onetokenin everyreachablenarking)whosereachabil-
ity graphis isomorphicto a given stategraph,the state
graphmustsatisfytheimportantpropertiesof stateand
eventsepaation. Informally, the stateseparatiomprop-
erty requiresthatfor ary two differentstatesheremust
exist a region which containsoneof the statesanddoes
not containthe other The eventseparatior{alsoknown
asforwardclosure)propertyrequireghat,for everystate
s andevery evente, if the setsof pre-regionsand co-
regionsof e areincludedin the setof regionssuchthat
eachof themcontainss, thene mustbeenabledn s (i.e.
theremustbeanarcleadingfrom s labelledwith e).

The basic procedureto producea 1-safe Petri net
from a stategraphsatifying the above propertiesis as
follows:

1. For eacheventlabele in thestategraphatransition
namece is createdn thePetrinet.

2. For eachregionr aplacenamedr is generated.

3. Placer is connectedvith a transitione by anarc
goingfrom theplace(transition)to thetransition(place)
if region r is pre-region (post-reyion) for e. Placer is
connectedo e by abidirectionalarc(self-loop)if region
r isaco-regionfor e.

4. Placer containsa tokenin theinitial markingiff
the correspondingegion r containsthe initial stateof
the stategraph.

This (canonical)procedurejf applied,would gener
atetheso-calledsaturatedhet[13], sinceall regionsare
mappednto correspondingplaces.A saturatechetmay
have a lot of redundany, in the sensethat someof its
placesmay be removed without disturbingthe isomor
phismbetweenoriginal stategraphandthe reachability



graphof the synthesisediet. Differentcriteria canbe
appliedwhen building a minimal Petrinet (in termsof
the netsize). For example,the criterionto simply guar

anteethe stateand event separatiorpropertiesand use
only minimal regions (regionswhich are not unionsof

otherregions)is implementedn the Petrify tool [17].

Theresultof suchsynthesidgs shovnin Figure?.

Figure 7. Petri net specification from Pet-

rify .

This Petri net usesplacesthat correspondo mini-
mal regions in the stategraph of Figure 6 (note that
the regions depictedin Figure 6 by the dashedboxes
arenot all minimal - cf. regions5 and6). This netre-
flectsthearbitrationcasesetweem3 and 0, basedn
the stateof the p1 operation,andsimilarly between\1
and\2, basedon the stateof x0. Thetechniqueswvail-
able for direct translationof Petri netsinto self-timed
circuits, describedn [12], cannotbe easily appliedto
this net, however, becausef the problemof finding an
adequatecombinationof hardware componentdo im-
plementthesearbitrations. We have looked at an alter
native Petrinetdescriptiorthatcouldbe producedising
the regions shovn in Figure 6. The net generatedy
theseregionsis shavn in Figure8. This net also sat-
isfiesthe synthesigproblemrequirementgits reachabil-
ity graphis isomorphicto the stategraphspecification),
and althoughit is not minimal in termsof the number
of placesused,it hasa very interestingpropertyfrom
the point of view of its possibleimplementation par
ticularly in hardware. This netis essentiallyformed by
two subset®f placespnebelongingto thewrite actions
(placesl to 6) andthe otherto readactions(places7
to 12). Thesetwo (finite-state-machinejubnetsnteract
by usingbidirectionalarcs,which arealsoknown astest
or readarcs.

This way we have effectively decomposedhe sys-
teminto two partsthatcommunicatehroughtwo binary
variables,w (write) andr (read)that canbe associated
with two pairsof complementarplaces5 and6 for the
zeroand one statesof w, and 7 and 8 for the one and
zerovaluesof r. It canalsobe seenthatthe A transi-
tions are part of the write actionsandthe slot steering
mechanism.They testther signalandswitchthe value

of thew. Similarly, the readactionsarethe actionsthat
testthew signal,while alsoswitchingthe stateof ther
signal. This Petrinet canbe usedto derive the circuit
implementationfollowing the technique®f [12].
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Figure 8. Petri net specification of a two-
slot Signal.
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6. Cir cuit synthesis

In thesetwo sectionswe outline the processof con-
verting the Petri net model of the Signalinto an asyn-
chronoucircuit. Thefactthatthe Petrinetalreadycap-
turesthe notion of a “decomposedtate”in its placesis
exteremlyimportantbecauseve canexploit this distri-
butionin the“net-to-circuit” translation.

Ouir first “sketch” of the Signal's circuit implemen-
tation, which is basicallya homomorphidranslationof
the Petrinetin Figure8, is shovn in Figure9. Thecir-
cuit is built with two-phase(event-basedsignallingin
mind (see[15]). It consistsof the control skeletonpart
andtheoperationapart,involving thewrite andreadop-
erationsandthe latchesthatimplementvariablesw and
r. Theselatchesare equippedwith pairsof control sig-
nalsfor setandresethandshags,labelled“+” and“—*
(notethatthesehandshaksensurehatboth settingand
resettingof w andr are properly acknavledged). The
latchesalso produce“dual-rail” signals,rO (whenr=0)
andrl (r=1) for r, andsimilarly for w. The write con-
trol part (seelabelling of wires by numbersl-4) is ob-
tainedby simply associatinglacesl and 3, whosein-
puttransitionsfire in amutually exclusive mannerwith
XOR gatesandplaces? and4 with requestso two ‘arb’
blocks,which arearbitersfor samplingthe (potentially
changing)evelson signalsrO andrl, anddependingn
the ‘rO=true’ or ‘rl=true’ stateof the test,generatene
of the event-basedutputscorrespondindo the appro-
priate A transition. Thesesignalstheneitheractivatethe
appropriatevrite operationgitherwrO andwrl, depend-
ing on which of thetwo slotsis supposedo be written,
or sendarequesto toggle(setor reset}thestateof w. In



thereadpart, the controlflow is very simple (notewire
labels7-11to indicatecorrespondenceith appropriate
placesin the Petrinet) andit doesnot needarbitration.
It awaits, at one of the event-based'L (cf. transparent
latch) gates(initially, it is the left one,associatedvith
theinitial positionof thetokenin thereadpartat r=1),
thearrival of theconditionwO (whenw=0) to beat1 and
thenactivatesthe rd1 operation followed by the reset-
ting of ther variable.After thatit performssimilaracton
with rO assoonasthew signalbecomed.

vov v v ) L+4g
4 2 o L]
= arb = arb L | 1
HVg EO
hs hsg
A3y AO| | yAL[A2
=C>3 =C>l rdl|| rdO
hsp hst 4 4
Y ] \i L TL || TL
wrl wr0 — AA
’—+ wi *3—
=_ wO 7

Figure 9. Block diagram of first circuit de-
sign.

This implementationis very schematic.In orderto
build thecompletecircuit for the Signalfrom it, it needs
to berefinedby providing interconnectionsvith thetwo
ervironmenthandshaks, write’s requestand ack and
readsrequesandack,which areimplicit in this circuit.
Thosetwo handshakscouldbe createdby breakingthe
wiresthatareindicatedin Figure8 by theovalslabelled
with hs Of courseto form justa singlereg/ackpair on
eachside,thosedoublepairsneedto be suitably multi-
plexedby usingknown two-phaseelementssuchase.qg.
CALL from [15].

We have alsostudied atgreatelength(believing that
thiswill giveusafasterimplementation)anothercircuit
translatiorof the Petrinetmodel,theonebasedn four-
phasesignalling. This translationmethod,describedn
[12], is basedon theideaof a ‘one-hot-encodedmple-
mentationof the Petrinetmodel,in which placesof the
Petri net are associatedvith memoryelementg(called
David cells, cf. [16]) of the control circuit. This ap-
proachdiffersfrom the STG-basedogic synthesiswith
its ‘compact’ statecodingusedin Petrify [17]. Our at-
temptto follow thelatterhasresultedn overly comple
gateswhosesimplegatedecompositiomequireso sac-
rifice speed-independensg@gnificantly andthuscannot
guaranteghe desiredlevel of robustnessFurthermore,
we believe thatthis designexamplewill provide uswith
a good benchmarkwith which we candemonstratehe
potentialfor a new synthesidfrom Petrinets,leadingto
future improvmentsin Petrify, proposedn [18]. In the
remainderof the paper we will concentraten this de-
sign of the SignalACM, which is eventuallybroughtto

aCMOSimplementatiorusingCadence.

7. Hardware implementation and simula-
tion results

The structuralideaof the circuit implementatiorfor
Signalis shovn in Figure10. Thereadpartis conceptu-
ally simplerthanthe write partandits descriptionis left
out. Thewrite part,whosePetrinetspecificatiorcanbe
tracedbackto Figure8, is shovnin Figurell. It consists
of asetof David cells (shavedin bold) to storethe dis-
tributed stateof the controlandblocksrepresentinghe
controlledlogic. The controlled (operational)logic is
simply insertedbetweerthe cells, by breakingthe wire
that signalsthe next cell aboutthe arrival of the token.
Note,e.g. theinsertionof blockswrl andwr0 aftercells
dcOanddcl. Notealsothattheervironmentitselfis ‘in-
serted’betweencells (ashandshak “done-wr”). Let's
consideffirst the David cell part.

. wr0 rd0
datain slot0 — data out

| Ll siort | rdl) My,

N

wr -
W el it set/clea. test [ g =4
wr_done part test . set/clea part rd_done

Figure 10. Block diagram of Signal circuit
implementation.

Thesecells,built essentiallyaroundSR flip-flops (cf.
Figure 13), representhe marking of the corresponding
placesin the Petri net (the absenceof a tokenin place
is associatedvith stateO1 in the flip-flop, the presence
with state10). The labelsof suchplacesare shavn in
circles. In particular blocks odcO and 0dc1 standfor
the cells correspondingo places2 and4. Block 2dc
encapsulateswo cells that model places1 and 3 (the
internallogic structureof this block is shawvn in Figure
12). Thetwo pairsof sdccells,labelledwith 43 and41,
21 and23respectiely, areaddedn orderto implement
theappropriatébranchingof atokenfrom place4 either
to place3 or to 1 (similarly, for atokenfrom place2 to
eitherplacel or 3) dependingpnthearbitrationdecision
madein the ‘sync’ block, which samplesthe value of
the outputr (rbar) of the binary variable‘read’. Such
asamplingcorrespondso testingthe markingof places
11 and12 (by readarcs)by transitionsA3 and A0.

Thecellsnamedsdcareall built usinga simplelogic
structureshowvn in Figure 13; they model the ‘linear’
passof the control token. The cells namedodcO and
odclareslightly morecomplex andallow merge of ac-
knowledgement$rom two mutually exclusive branches
of tokenflow (from places4 and?2). For example,cell
odc1(for place4) caneitherberesetto O afterthe push-
ing of the token backto place3 (via the sdc cell 43)
or to placel (via sdc cell 41), the latter also involv-
ing the executionof setw (event A2 in the net). This
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Figure 11. Circuit implementation
write part using David cells.

of the

is shovn schematicallyby depictingimagesof OR gate
at the resettinginput of cell odc1, which collectsack
signalsfrom the sdcs 43 and41. Implementingsucha
morecomple resetfunctionrequiresthe useof 3-input
NANDs in placeof elementxb Figure13.

The operationof the control logic basedon David
cellscanbevisualisedby performingasequencef tran-
sitionsonthecellssignalsasshavnin Figurel3. Thear
rival of thetokencorrespondso theleft-handsidehand-
shale requestv goingto 0.

The dottedconnection(from outa)in all David cells
should be disregardedwhen the circuit is built maxi-
mally speed-independenHowever addingsucha con-
nectionwouldintroducearelatively ‘mild’ delaydepen-
deng (cf. relative timing [19]), concernedvith thefact
thatthereturnof x backto its quiescenstate(0) is left

2dc
(1) (0)

ﬁT‘ ik

© @

slotO wr wrl odcl slotl wrO odcO

Figure 12. Logic for the 2dc block

unacknavledged. The gain from this is that transitions
xb+, x- in theabove sequencareexecutedconcurrently
with the forward propagatiorof the token. Underreal-
istic delaysin the gates,evenwith a zerodelayfor the
controlledoperationsbetweenthe cells, thereis ample
time to completethosetransitions(resetof the token)
beforethe ‘front’ of the new token comesbackthrough
thecontrolloop.

X xb

inr ) outr
—e

inr— == x+ == xb— = ina—* inr+

/

( ina+ <——— xb+= outa~—+ outr—

Y -
\
X— —= outr+— outa+

" "mild" relative
~ timing

Figure 13. Simple David cell (with extra
wire for a ‘mild’ relative timing assump-
tion).

A bit more ‘aggressie’ relative timing is applied
whenthe‘front’ of thetokenis allowedto propagatéor-
wardassoonasit hasbeenrecordedn the cell, without
evenwaiting for the completionof the precedinghand-
shale. Again, underrealisticdelays,andassuminghat
the operationalpart takes at leasta couple of inverter
delays, this should be suficiently robust. The modi-
fied logic of the caseof a simple cell (linear transfer)
is shavn in Figure14. Herethe delayof passingheto-
kenthroughthe cell is absolutelyminimal - it takestwo
inversionsx andxb, from inr- to outr-.

X xb

m W]

outa

outr

ina+

Figure 14. Simple David cell with ‘aggres-
sive’ relative timing

Extensve analoguesimulations(for 0.6um CMOS
technology)have beenconductedn two circuit imple-
mentationspne maximally speed-independei(§l) us-



ing simpleDavid cells(Figure13)andtheotherwith ag-
gressve relative timing (RT) usingthe circuit in Figure
14whenpossible Bothimplementationfiave beencon-
firmed qualitatively to satisfy the specifications.Their
relevantfull (write, read)cycle timesaregivenin Table
3. Thesdimesaremeasuredbetweertheadjacentising
edgesf thewrite requestgwrite_start+— write_start+)
and read requests(read_start+— read_start+). For
writestwo modesconsideredirethosethatdo (SR)and
do not involve (NSR) switching (setor reset)the value
of flagw. For readswhich canbe naturallyblocked by
absencef new data,only onemode called“no waiting”
for new data(NW), is considered.

Table 3. Cycle times (in ns)

[type]| Write | Read]
NSR | SR NW
Sl 9.0 | 104 9.0

RT 48 | 6.3 6.6

In systemswith true timing heterogeneitymetasta-
bility in the‘sync’ arbitersis unavoidableif oneor both
sitesof an ACM are permitted unlimited access. In
our implementation,metastabilityis containedwithin
the‘sync’ arbiterblocks(Figure15) andanaloguesim-
ulations(Figure 16) confirm thatit doesnot propagate
throughthe system.Note that, after write requests set
to high andckO is generatedn orderto samplethe cur-
rent value of variabler, the latter is makingits transi-
tion from high to low (seethe “input to mutex” win-
dow). This putsthe SR flip-flip (we usea standardmu-
tex implementatiordueto Seitz[20]) into a metastable
state(seethe upperwindow), which is eventually re-
solvedin favour of rbar_0,i.e., the old value (high) of
r. Theoutputsof themutex, rbar_Oandrbar_1,produce
cleanedges.Thesesignalsarethenusedto generateack
signalsleadingto the control logic, which in this case
passegontrolto oneof the David cellssdc,labelled21
and23, to performeithernothingor ‘setw’ (settingw to
1), followedby therise of thewrite_acksignal.

rbar

Ckf)T_ mutex

Figure 15. Implementation
‘sync’

}rbar_l (r=0) A2
rbar_ 0 (r=1) A1

of a 4-phase

8. Messagethe dual of Signal

Thenew ACM classificationof Table2 madeit pos-
sibleto definea moreusefuldualfor the Signal. Thisis
the new Messagdype which permitsre-readingout not
overwriting.

The Messagedhereforedoesnot hold up the reader
but doeshold up the writer whenthe datastateis equal

metastability inside mutex
ot /18/SH3/120/net25
s: /18/SH3/120/net22

write response time

a. /1B/rbar

= /B/SH3/ckD input of sync

<t /18/SH3/rbor_0@
v; /16/SH3/rbar_1

I\ output of sync
4.00n 6.00n 8.00n 2.0n 12.0n 14.0n

2.00 2.00n

Figure 16. lllustrating metastability

to the ACM’s capacity (all dataitems in the ACM
unread). Suchan ACM is useful when loss of data
itemsis not permittedandwhenthereademprocessnust
be giventemporalindependencérom the ACM'’s data
state. Roughly speeking,from the writer side, new
“Messages’maynot begeneratedf previousoneshave
not beenreceved, as comparedwith “Signals” being
generatedegardlessof if previous oneshave beenre-
ceived. Thereaderon the otherhand,won’t wait for a
new Messagdo appeatbut will re-usethe previousone
if neededput will stopandwait for a new Signalif one
is notavailable.

Obviously, the Messagés a simplemirror imageof
the Signal. The definition modelsin Figures3-4 can
be simply reversedto form similar definitionsfor a 1-
capacityMessageandit canbe saidthattheimplemen-
tation above is alsothat of a simple Messagewith full
asynchronisnfior thereader It justneedto beconnected
to the writer and readerprocesseshe otherway round
from the Signal.

9. Conclusion

A new systenof classifyingasynchronoudatacom-
municationmechanismfasbeenproposedTechniques
for thesynthesi@ndimplementatiorof ACM protocols,
only partially formalisedandto a large extent unauto-
mated, have beenpresentechere. The overall design
proceede@longthefollowing steps:(1) conceptuatief-
inition (using Petri net ‘sketches’);(2) constructionof
thebasicprotocolspecification(usinga stategraph);(3)
refiningthe stategraphwith silentactions;(4) synthesis
of a Petri net specification(using regions); (5) transla-
tion of the Petri net modelinto a circuits using David
cells;and(6) enteringthe designinto Cadenceandsim-
ulation. The modeltransformatiorsteps(2-4) are cur-
rently only supportedo avery limited extentby Petrify
synthesissoftware. The refinementwith silent events,
to make the stategraphsynthesizablénto a Petrinet of
agivenclass,is a very challengingtheoreticalproblem
andmoreresearclis needecdere.Thedirecttranslation
of Petrinetsinto David cells andsubsequentptimisa-
tion with relativetiming is anotheiproblemto betackled



in thefuture.

A simpleSignalACM, usingonly two dataslots,has
beensynthesisedand implementedin hardware. The
sameACM, if connectedn reverse,canalsosene as
a Messagethe dual of Signalin the new classification.
With the previous resultsreportedin [7] and[10], ex-
amplesof all the non-trivial ACMs in the new classi-
fication have beenimplemented. This further enriches
the knowledgeaboutACMs andtheir hardwareimple-
mentations. The latter provide an efficient and robust
meansof on-chipinterfacingbetweendata-drven, and
thuspower-saving, logic andatime-drivenervironment
or betweensubsystemsvith independentemporaldo-
mainsin highly timing heterogeneousystems.
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